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Concurrent Data Structures

❖ We are interested in designing 
and implementing concurrent 
data structures that are fast and 
scale on multicore hardware.
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(a) Very high contention (c = 1000, i = 0)
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(b) High contention (c = 4000, i = 0)
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(c) Medium contention (c = 7000, i = 0)
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(d) Low contention (c = 10000, i = 0)

Fig. 2. Performance and scalablity of producer/consumer microbenchmarks with an increasing
number of threads

Similarly, the results with our high contention scenario, depicted in Figure 2(b),
show that the scalability turnaround is at 30 threads and that both k-FIFO versions
outperform and outscale all other algorithms. As the contention gets less in Figures 2(c)
and 2(d), the turnaround gets shifted to a larger number of threads. The difference in
performance and scalability of all algorithms is less significant with more computational
load. Note that SQ returns up to 2000 times falsely null due to the non-linearizable
emptiness check.

Mandelbrot. We computed and rendered two images of the Mandelbrot set [12] using
producer and consumer threads and a shared data structure to distribute the computation
across multiple cores. The producer threads divide the image into smaller blocks (4x4
pixels in our experiments), write block coordinates in descriptor blocks, and enqueue
the descriptor blocks in the shared data structure. The consumer threads dequeue the
descriptor blocks from the shared data structure, perform the Mandelbrot calculation
on the blocks, and store the results in the corresponding blocks of the final Mandel-
brot image. Hence, the workload between the consumer threads is balanced. We use a
producer-consumer ratio of 1 : 4 in our experiments, i.e. for each producer thread we
add four consumer threads.

The Mandelbrot macrobenchmark results are presented in Figure 3. Each run was
repeated 10 times. We present the average execution time of the 10 runs as our metric
of performance, less execution time is better. Figure 3(a) shows the performance of the
low computational load Mandelbrot benchmark. Low computational load means that



scal.cs.uni-salzburg.at
❖ Scal is a collection of concurrent data structures designed by us (underlined) 

and others, plus a benchmarking framework:

❖ Treiber Stack [IBM86]

❖ Timestamped Stack [POPL15], k-Stack (relaxed) [POPL13]

❖ Michael-Scott Queue [PODC96]

❖ LCRQ [PPoPP13], Segment Queue (relaxed) [OPODIS10]

❖ Timestamped Queue [POPL15], Distributed Queue (relaxed) [CF13], k-FIFO 
Queue (relaxed) [PaCT13]

❖ Timestamped Deque [POPL15]

❖ …

http://scal.cs.uni-salzburg.at


Timestamping
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Time Sources

❖ TS-atomic: fetch and increment counter

❖ TS- stutter: stuttering counter (Lamport clock)

❖ TS-hardware: hardware clock

❖ TS-interval: interval hardware clock

❖ TS-CAS: compare-and-swap interval counter

8
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(a) High contention benchmark on the 40-
core machine.
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(b) High contention benchmark on the 64-
core machine.
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(c) Low contention benchmark on the 40-
core machine.
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(d) Low contention benchmark on the 64-
core machine.

Figure 2.5: TS stack performance on the 40-core machine (left) and on the 64-core
machine (right) in the producer-consumer benchmark.

the data structure. We measure performance as total execution time of the bench-
mark. Figures show the total execution time in successful operations per millisecond
to make scalability more visible. All numbers are averaged over 5 executions. To avoid
measuring empty removal, operations that do not return an element are not counted.

The contention on the data structure is controlled by a busy wait between two
operations of a thread. In the high-contention scenario the busy wait is 1 µs, in the
low-contention the busy wait is 10 µs long. We do not show any results without the
busy wait because in these measurements machine artifacts of the memory system
dominate the results.

2.3.1 Performance and Scalability Results

Figures 2.5a and 2.5b show performance and scalability in the producer-consumer
benchmark where half of the threads are producers and half of the threads are con-
sumers. In the discussion we focus on the high-contention measurements. Results in
the low-contention benchmarks are similar, but less pronounced – see Figure 2.5c and
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Figure 2.9: High-contention producer-consumer benchmark using TS-interval and TS-
CAS timestamping with increasing delay on the 64-core machine, exercising 32 pro-
ducers and 32 consumers.

time. However this does not decrease the number of tryRem retries significantly. The
reason is that without a delay there is more contention on the global counter of the
timestamping algorithm. Therefore the performance of the TS-CAS timestamping
algorithm with a delay is actually better than the performance without a delay.

Similar to the TS-interval stack with a delay time beyond 7.5 µs the performance
decreases again. This is the point where an average push operation becomes slower
than an average pop operations.



Semantics 
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Non-Determinism 
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Order Deviation (Queues) [RACES12]
❖ We record the times when enqueue and dequeue operations are 

invoked on a concurrent queue

❖ For each element E inserted by an enqueue operation invoked at 
time Te and removed by a dequeue operation invoked at time Td 
we compute the order deviation of E as:

❖ the number of elements that were inserted by enqueue 
operations invoked before Te and removed by dequeue 
operations invoked after Td

❖ We present the average order deviation of all elements inserted 
and removed in a run



106 Non-determinism of Concurrent Data Structures
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(a) High-contention producer-consumer
benchmark on the 40-core machine.
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(b) High-contention producer-consumer
benchmark on the 64-core machine.
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(c) Low-contention producer-consumer
benchmark on the 40-core machine.
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(d) Low-contention producer-consumer
benchmark on the 64-core machine.

Figure 7.1: Order deviation in the producer-consumer benchmark on the 40-core ma-
chine with 40 producers and 40 consumers (left), and on the 64-core machine with 32
producers and 32 consumers (right).

tions of the TS queue. However, the benchmark is still interesting for the other data
structure implementations, and we include it for completeness.

7.4 Evaluation

7.4.1 Overall Order Deviation

Figure 7.1 shows the order deviation in the producer-consumer benchmark with 40
producers and 40 consumers on the 40-core, and with 32 producers and 32 consumers
on the 64-core machine, averaged over 5 runs. The error bars show the standard
deviation. The low standard deviation of most data structures indicates that the
measurement method is stable.
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(a) High contention multiple-producer
single-consumer benchmark on the 40-
core machine.
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(b) High contention multiple-producer
single-consumer benchmark on the 64-
core machine.
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(c) Low contention multiple-producer
single-consumer benchmark on the 40-
core machine.
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(d) Low contention multiple-producer
single-consumer benchmark on the 64-
core machine.

Figure 7.2: Order deviation in the multiple-producer single-consumer benchmark on
the 40-core machine with 40 producers (left), and on the 64-core machine with 32
producers (right).

benchmark it is even as much as the order deviation introduced by TS-interval time-
stamping and nearly as much as introduced by TS-CAS timestamping. This is surpris-
ing as both these timestamping algorithms introduce non-determinism with the weaker
timestamp order, whereas the TS-atomic queue avoids this kind of non-determinism.
With less contention on the atomic counter, the order deviation of the TS-atomic
queue decreases more than the order deviation of the TS-interval queue and the
TS-CAS queue (Figure 7.2c). On the 64-core machine the use of an atomic fetch-
and-increment instruction introduces only insignificant order deviation. Therefore the
order deviation of the TS-atomic queue, the CTS queue, the RTS queue, and 1RR DQ
is lower than on the 40-core machine.
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(a) High-contention single-producer mul-
tiple consumer benchmark on the 40-core
machine.
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(b) High-contention single-producer mul-
tiple consumer benchmark on the 64-core
machine.
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(c) Low-contention single-producer mul-
tiple consumer benchmark on the 40-core
machine.
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Figure 7.3: Order deviation in the single-producer multiple-consumer benchmark on
the 40-core machine with 40 producers (left), and on the 64-core machine with 32
producers (right).

interaction between enqueue and dequeue operations or additional contention on the
memory. For the MS queue the backo� algorithm is the reason why the order deviation
in the producer-consumer benchmark is more than the sum of the order deviation in
the other benchmarks. Without backo� algorithm the order deviation of the queue
would be less than the sum of the order deviation introduced by its operations.



Thank you


